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Abstract— Pencak silat, besides from being useful for 

self-protection, also has many other benefits, such as 

increasing physical strength, maintaining posture, and 

maintaining cardiac health. Due to various reasons, such as 

busyness and the recent pandemic, practicing pencak silat is 

difficult to do in groups. Even when there is study material 

on pencak silat at school, it is difficult for the sports teacher 

to teach the movements directly. Pencak silat exercises that 

are practiced alone without a coach can cause injury if the 

movements are not correct. Therefore, this study builds a 

system to recognize pencak silat movements. The system was 

built using the bodypose-based CNN method. MediaPipe is 

used to extract the body pose because MediaPipe provides 

the best estimation accuracy. Then the bodypose is used for 

input to CNN to recognize the movement. This system uses 

CNN because because it has the ability to automatically 

extract the patterns and representations from input with 

more accurately result. The accuracy that be obtained 

reaches 77% when tested on data that has never been used. 

This model can be used as a starting point for creating a 

pencak silat classification system that has a better accuracy 

and more recognizable moves. 

Keywords—body pose, CNN, convolution, mediapipe, 

pencak silat,  

I. INTRODUCTION 

Pencak silat is a martial art that originates from 

Indonesia. pencak silat was created from the way 

Indonesian ancestors protected themselves and defended 

their lives from natural challenges. Pencak silat has many 

benefits, including increasing physical strength, 

maintaining ideal body weight, maintaining posture, and 

improving heart health. In addition, pencak silat is also 

useful for growing children's character, by growing 

courage, discipline, self-confidence, sportsmanship, and 

social skills.To get these various benefits, pencak silat 

training must be routinely carried out three to four times a 

week, either at school, at a pencak silat course, or at home. 

However, for various reasons, especially busyness, the 

four time a week practice is difficult to do, and practicing 

alone at home is not effective because there is no guide 

who can judge whether the movements are correct or not. 

In addition, if the movement is done incorrectly, it can 

cause injury. For this reason, it is necessary to have a 

system for detecting and classifying pencak silat 

movements. 

Many researchers have carried out and explored human 

movement recognition systems. Human pose estimation is 

used to recognize standing, squatting, body exercise, and 

falling movements. It used mainly for people who live 

alone, so they can get help quickly in case of an accident 

[1]. Experiments on more movements have also been 

carried out, for 20 general activities. Pose estimation is 

performed using CNN regression and produces 14 joint 

keypoints. Classification is carried out using the CNN that 

implemented using caffe based on AlexNet. This method 

can achieve accuracy of 80.51% [2]. Gupta et al. perform 

recognition of several human activities, including sitting, 

standing, running, dancing, and laying. That study used 

open poses with 18 body keypoints to extract body poses. 

For classification, they compared several algorithms that 

are Multiple Logistic Regression, KNN, SVM, Decision 

Tree, and Random Forest. As a result, the Multiple 

Logistic Regression, SVM, and Random Forest algorithms 

give good results, which are above 80% [3]. 

As it develops, human movement recognition is also 

used in various fields, such as the arts and sports. In the 

arts, it can be used to create generative models for dance 

[4]. In the field of sport it is most widely used in yoga 

because it has many unique movements [5][6]. Research 

to recognize yoga postures was carried out by Kishore et 

al., the postures used were Ardha Chandrasana, Tadasana, 

Trikonasana, Veerabhadrasana, and Vrukshasana. In his 

research, he compared several deep learning architectures 

used for pose estimation. The architectures being 

compared are EpipolarPose, OpenPose, PoseNet, and 

MediaPipe. Mediapipe provides the best estimation 

accuracy, above 80% [7]. This makes MediaPipe widely 

used for pose estimation. The recognition of yoga 

movement that based on MediaPipe was carried out by 

Tanugraha et al. Classification was performed using 

LSTM with Adam Optimizer. The movements performed 

are T-Pose, Warrior Pose, and Tree pose in yoga. The 

research was carried out by recording movements with a 

camera, then continued with the detection of 33 keypoints 

from the human body posture. After that make movement 

classification with LSTM in real time and achieve 

accuracy of 91% [8]. 

Research on the recognition of pencak silat movements 

has been developed. This research uses a Neural Network 

Teachable machine with the RNN algorithm, then 

integrated with the mobile application program using 

Flutter. The movements used are perfect stance, horse 

anchor, frog anchor, stance 1 and stance 2. The accuracy 

obtained reaches 70% when the object is in a stationary 

position, but when the object moves, the accuracy is only 
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up to 10% [9]. Therefore, to get better accuracy, this 

journal proposes a new approach to classification pencak 

silat movement using video as a data set. All parts of the 

video will be included in the classification process, not 

just a slice of an image. This study uses a Convolutional 

Neural Network (CNN) as a model architecture with 

MediaPipe as body pose estimation framework. 

II. METHODS 

The proposed framework for classifying pencak silat 
movement is illustrated on figure 1. The method consisted 
of 4 stages that are dataset, pose extraction, classification, 
and result. 

 

Fig. 1. Proposed framework 

2.1. Dataset Preparation 

The dataset that used for this study is in the form of 

motion videos. That videos were taken directly and has 

never been used for any research. The participant for the 

dataset for this study is the children of extracurricular 

pencak silat members in Cemandi Elementary School. The 

the process of dataset collection is supervised by a coach. 

This is done with the intention to make sure that the 

movements are correct. The video was taken from the front 

of participant. The camera is considered as an opponent 

and the kick is directed at the camera. The distance 

between participant and camera is 2 meters and the camera 

height is 85 cm. The video frame shows the full body of 

the participant, include head, body, hand, until foot. The 

duration of the video is not same, depending on the 

movement. One video starts with both feet on the ground, 

then kicking, until it returns to its starting position, where 

both feet are on the ground. It takes about 1 to 2 seconds. 

There are three movements that will be classified in 
this study, that are straight kicks, circular kicks, and T 
kicks. The total number of datasets that are used in this 
study were 330 samples of the three classes. Each class has 
110 samples. That 330 data will be used for training 
process. Then this study used more data for the testing 
process. Total data that used for training process was 100 
samples video of the three classes. The data testing was 
new data that never be used for training process. Sample 

movement is shown in figure 3. The image was the capture 
image from video at specific time, from t=1 until t=n. 

2.2. Pose Extraction 

The datasets will be processed using pose extraction. 
Pose extraction obtains the pose of an articulated human 
body, which consists of joints and rigid parts using image-
based observations [10]. The location of the joints of the 
human body were estimated, then given a marker called a 
keypoint. Keypoints will be connected with lines in such a 
way that a human body pose is formed. Then, the original 
image will be removed and only the body pose will 
remain. The location of the keypoint will change according 
to the movement, so it can be learned by CNN for the 
classification process.  

This study use MediaPipe for the pose extraction 
process because MediaPipe provides the best estimation 
accuracy [7]. MediaPipe is a framework for building 
pipelines to perform inference over arbitrary sensory data. 
Then the pipeline can be built as a graph of modular 
components, including model inference, media processing 
algorithms and data transformations, etc [11]. For the pose 
extraction, the sensory data that used is video and then 
extracted 33 landmark/keypoint on the human body as 
shown if figure 2. Among the 33 MediaPipe keypoints, this 
study used all the keypoints, because when doing the 
movement, the position of all the keypoints were moved or 
changed. 

 

 

Fig. 2. Definition of Landmarks in MediaPipe Pose [12]. 
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(a) 

 

 
(b) 

 

 
(c) 

Fig. 3. Sample movement from t=1 to t=n, for: (a) Straight Kick, (b) Circular Kick, (c) T Kick 

2.3. Classification 

The next step is classification. This study using CNN 
model for doing classification because it has the ability to 
automatically extract the patterns and representations from 
input image with more accurately result [13-16]. CNN is 
an architectural development of MLP (Multi-Layer 
Perceptron). It has a deep network consisting of several 
layers. A commonly used type of CNN, which is similar to 
the multi-layer perceptron (MLP), consists of numerous 
convolution layers preceding sub-sampling (pooling) 
layers, while the ending layers are FC layers [17]. 

 CNN is usually used to classify images. Video 
classification is done by extracting videos into images. To 
classify a set of image sequences, a method is needed to 
combine all the classification results. If the classification is 
done for each frame separately, then the model cannot see 
the entire video, and causes the prediction results to change 
quickly and fluctuate. 

In the research conducted by Aruna regarding Human 
Activity Recognition using Single Frame CNN, a moving 
average was used to obtain the final classification results, 
and to obtain an accuracy of 95%.[26] The moving average 
is the average of all prediction results in each frame. This 
method takes frames from the video and makes predictions 
according to the activities in the training model. Then these 
predictions are averaged and the final output results are 
labeled according to the average predicted results. 

The final predicted probability is calculated using moving 

average by equation (1). [26] Final Predicted probability 

as ,  number of frame to be averaged as  , probability 

predicted for the current frame as , probability predicted 

for the last frame as , probability predicted for the 

penultimate frame as , and probability predicted for 

the (n-1) frame as . 

 

 

 

The CNN model that used in this study is consist of 
three convolution layers and two fully connected layers. 

The dataset image that sized 128128 with three layers is 

processed using convolution layer with 32 filters, 33 
sized kernel, and ReLU activation function. Then 

processed with max pooling layer with a pool size 22. 
After that, it is processed using convolution layer again 

with 32 filters, 33 sized kernel, and ReLU activation 

function, then max pooling layer with a pool size 22. 
Before enter in to fully connected layer, it is processed 

using convolution layer with 32 filters, 33 sized kernel, 
and ReLU activation function again. 

The output from the convolutional layer then being 
flatten to make into one dimension. After being one 
dimension, it goes into the fully connected layer with 
theReLU activation function twice, then arrives at the 
output layer with the softmax activation function. The last 
output is depended on the number of classes in the dataset, 
in this study are three that are straight kick, circular kick, 
and t kick. The model CNN is shown in figure 4. 

 

 

 

() 
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Fig. 4. Model CNN 

III. RESULTS AND DISCUSSION 

The proposed framework in this study consisted of 4 
stages, that are dataset, pose extraction, classification, and 
result. After dataset is collected, then the pose extraction 
process is carried out using MediaPipe. The results of the 
pose extraction are shown in Figure 6. The figure showed 

the body pose result of each frame that extract from video 
input. It shows the body pose from the beginning of 
movement (t=1) until the end of the movement (t=n) for 
three classes.  

Fig. 5 shows the result of body pose at the beginning of 
straight kick and circular kick movements, all the 33 
keypoints in the bodypose can be detected well. But at the 
T kick movement, some keypoints cannot be detected. The 
respondent kicked with the left foot, but the keypoint of the 
left foot could not be detected, from the knee to the sole of 
the foot. In addition, the keypoint of elbow of the left arm 
is also not detected.  

 
(a) 

 
(b) 

 
(c) 

Fig. 5. The result of the pose extraction at the beginning of movement 
(a) Straight Kick and (b) Circular Kick, the keypoint in the body pose 

can be detected well. (c) T Kick, the keypoint in the body pose can not 

be detected well. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. The results of the pose extraction (a) Straight Kick, (b) Circular Kick, (c) T Kick 
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This happened because, when doing a straight kick and 
circular kick, the object faces the camera and the direction 
of the kick is forward, so the keypoints can be spread 
evenly on the x and y axes. But when doing the T kick, the 
object faces sideways and the direction of the kick is to the 
side. When facing sideways, the position of the right body 
keypoint and left body keypoints will be on the same x-
axis, so that the keypoints are overlapping and difficult to 
detect.   

At the peak of the movement or when the foot is in a 
position close to the opponent (in this study is the camera), 
the keypoint in bodypose is also not detected properly, 
several keypoints are overlapping, and there are keypoints 
that cannot be detected. At the result of pose extraction in 
fig 7, for the straight kick (fig 7a), the keypoint on the 
body pose can be detected well, as well as for the T kick 
(fig 7c), the keypoint on the feet can be detected well even 
though the keypoint on the hands cannot be detected. But 
for the circular kick (fig 7b), the keypoint in body pose 
cannot be detected properly. The keypoint of both legs 
cannot be detected, only one knee keypoint can be 
detected, that was the right knee, but it is incorrectly 
interpreted as the left knee. 

This happens because when the foot is in an attacking 
position and close to the opponent, the position of other 
body parts will move according to the body's center of 
gravity so that it can stay balanced, causing the foot's 
keypoint position to be on the same x-axis as other body 
parts and making the keypoints are overlapping. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 7. The result of the pose extraction at the peak of movement (a) 

Straight Kick, the keypoint in the body pose can be detected well. (b) 
Circular Kick, the keypoint in the body pose can not be detected well. ,  

(c) T Kick, the keypoint in the body pose can be detected well. 

The pose extraction can have better performance by 
adding variations angle while taking the video. Especially 
angles that are not 0o at the x-axis, y-axis, and z-axis, such 
as 30o, 45o, or 60o. When the angel is not at the 0o, the 
keypoints can be evenly distributed throughout the x axis 
and the body pose can be detected well. 

Moreover, the number of the keypoint that used could 
be reduces. There are several keypoints that may not be 
used, such as the keypoints number 1 – 10 which is located 
on the face and keypoints number 19 – 22, which is located 
on fingers. If there are fewer keypoints, then the possibility 
of overlapping keypoints will also be smaller, and the body 
pose can be detected well. 

After the body pose was formed, the data is ready to be 
used for classification. The architecture that used for 
classification is CNN model which has been mentioned in 
method section. For the classification, the proposed model 
must be trained using data training. Data training that used 
in this study was  

 

Fig. 8. Training process 

Figure 8 shows the loss training process of CNN 
model. The CNN model achieved good performance. From 
the first iteration, it can obtain high accuracy, and doesn’t 
need too much iteration to reach the best accuration. In the 
first iteration, the CNN model obtained an accuracy of 
0.60, then the second iteration is 0.83, and continues to 
increase until the 9th iteration. At the 9th iteration, the 
CNN obtained the best accuracy 0.99, but decreased to 
0.98 in the 10th iteration. Therefore, the training process 
was stopped at the 10th iteration to avoid overfitting.  

After the training process, the trained CNN model is 
tested using data testing. Total data testing that used for 
testing process was 100 video. Data testing was never used 
in the training process. The result of testing process is our 
CNN model can classify 77 data correctly. That’s make 
our CNN model achieved total accuracy 77%. The detail 
result is shown at confusion matrix in fig 9..  
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Fig. 9. Confusion matrix 

For Straight Kick, the data tested was 36, 26 were 
correct and 10 were incorrectly labeled as Circular Kick. 
Also for the T Kick, the T Kick data tested was 30, 25 
were correct and 5 were labeled incorrectly as Circular 
Kick. For the Circular Kick itself, the data tested for 
Circular Kick was 34, 26 were correct, 5 were incorrectly 
labeled as Straight Kick and 3 were incorrectly labeled as 
T Kick. From these results, it can be seen that all errors 
must be related to circular kicks, whether circular kicks are 
labeled as other movements or other movements are 
labeled as circular kicks. 

All error result were related to Circular Kick because 
the body pose of Circular Kick could not be extracted well. 
At the result of pose extraction, could be seen that the 
keypoint of the right foot, which is the foot that used to 
attack, could not be detected. So the generated body pose 
do not represent the circular kick movement. That make 
the CNN model cannot extract the right feature of the 
movement and cannot learn well. 

IV. CONCLUSION 

This study proposed model for pencak silat movement 
classification using Convolutional Neural Network (CNN). 
The movements that are classified include straight kick, 
circular kick, and T kick movement. This study use dataset 
that is in video form. The video will be processed using 
MediaPipe as the pose extraction framework to take the 
body pose. This study use MediaPipe for the pose 
extraction process because MediaPipe provides the best 
estimation accuracy. The body pose then used for 
classifying using CNN model. The CNN model was used 
because because it has the ability to automatically extract 
the patterns and representations from input with more 
accurately result. This CNN model can achive total 
accuracy 77%. This accuracy is already good, but still can 
be improved by by revise the pose extraction. The pose 
extraxtion can have better performance by adding 
variations angle of video capture so that the keypoints can 
be evenly distributed throughout the x axis and the body 

pose can be detected well. Moreover, we can reduce the 
number of the keypoint that is used. There are several 
keypoints that may not be used, such as the keypoints on 
the face and fingers. If there are fewer keypoints, then the 
possibility of overlapping keypoints will also be smaller. 
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