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Abstract—This study aims to innovate the automatic 

coloring of batik patterns using deep learning models. 

Specifically, it compares the performance of Generative 

Adversarial Networks (GAN) with pre-trained Caffe-based 

Convolutional Neural Networks (CNN) in coloring images of 

Madura and Bali batik. The dataset consists of 388 Madura 

batik images for training, 97 for validation, and 20 distinct 

images of both Bali and Madura batik for testing. This dataset 

was obtained through web scraping from batik posts on social 

media platforms like Instagram, Bing Image Search using 

specific keywords, and Kaggle, followed by a manual 

combination and cleaning process. The GAN model was trained 

with varying epochs (40, 80, 150), while the CNN utilized pre-

trained Caffe weights. The evaluation was conducted using the 

Peak Signal-to-Noise Ratio (PSNR), Fréchet Inception Distance 

(FID), Mean Squared Error (MSE), and Structural Similarity 

Index (SSIM). The results indicate that the GAN model with 150 

epochs outperformed the CNN, achieving a PSNR of 29.702, an 

FID of 84.016, an MSE of 511.8812, and an SSIM of 0.9925, 

demonstrating superior color creation and artistic detail in 

batik. Conversely, the CNN model exhibited lower performance, 

with a PSNR of 28.218, an FID of 200.271, and an SSIM of 

0.7925, indicating its limitations in preserving the intricate 

patterns and colors of batik. This research demonstrates the 

applicability of GAN in automatic batik coloring, potentially 

providing innovative solutions for the batik industry while 

maintaining the cultural and artistic integrity of traditional 

designs. 

Keywords— automatic coloring, batik, CNN, deep learning, 

GAN. 

I. INTRODUCTION  

Batik is not only very important as part of the Indonesian 
cultural heritage, but it bears many philosophical values 
representing the richness of local culture and traditions. [1]. 
There are many characteristic batik motifs and patterns in 
different places in Indonesia, one of them being Madura, 
from a mixture of flora and fauna motifs to bright colors that 
symbolize the nature and culture of Madura. [1]. While 
Balinese Batik uses more geometric motifs under the 
influence of Hindu culture, the colors are more subdued, such 
as black, white, and brown. [2]. 

The making of batik is still manually done, especially in 
the coloring process, which requires exceedingly high skills 
and much time. Through time, several other motives of batik 
have become complex and have added to the problems that 
come up when trying to maintain the traditional way of 

coloring. The dire need for innovation is that the efficiency of 
the coloring of batik might be reduced without reducing its 
aesthetic value and beauty. 

With the development of the technologies of artificial 
intelligence and in particular deep learning, there is 
application to innovations in image coloring a Generative 
Adversarial Network. Specifically, the main constitution of 
the architecture involves a generator that is supposed to paint 
colors based on the pattern learned from the training data and 
a discriminator that evaluates the coloring results against the 
original images. [3]. This makes GAN a very potential 
technology that could be implemented effectively and 
innovatively during the automatic coloring of batik. 

The first paper, "Automatic Colorization of Black and 
White Images Using GAN," was steered in a way to increase 
the effectiveness of coloring black and white photos to provide 
chromatic values that retain the original brightness. The 
Grayscale2Colorization Mixed Dataset used in this research 
project is part of Places365; it contains 10,000 grayscale 
images for training and 457 for testing, all of them being 
128x128 pixels in size. In general, a U-Net generator and a 
Patch-GAN discriminator were used in the architecture. It was 
inferred from these works that the models performed great in 
coloring grayscale pictures. The value of MSE is 0.038, SSIM 
with 0.83, and an FID of 0.0118, hence getting a good realistic 
colored image. [4]. 

One more related, earlier research effort in a slightly 
different domain has been put into the study of GAN modeling 
for innovation in coloring applied to anime sketch images. 
Results confirmed that the auto-colorized images from the 
black-and-white sketches would bring great ease to color 
concerning manual coloring. It was tested at epochs 19, 37, 
and 50, the quality was taken through the Fréchet Inception 
Distance, and the value obtained was 58.389. The results 
support once again the potential of GANs to improve quality 
and efficiency in coloring images [5]. There have also been 
previous studies focusing on evaluating the image 
compression generated by GAN, assessing the quality of 
image reconstruction using the PSNR metric, which is 
effective in providing information regarding the quality of the 
reconstructed images from GAN. [6]. 

In addition, previous research using a different model, 
namely a pre-trained Caffe-based CNN, has also been 
conducted to achieve automatic coloring of grayscale images 
from the WordNet dataset. This study produced more realistic 
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colored images compared to the original inputs, utilizing the 
Caffe model along with the OpenCV, NumPy, and Argparse 
libraries. This research showed an improvement in coloring 
accuracy of 32% compared to the previous model, with a 
reduction in desaturation in the final output [7]. 

Previous research shows that Generative Adversarial 
Networks (GANs) have been employed in image coloring 
experiments, involving both discriminator and generator 
networks and optimal epochs for realistic results. The 
colorings are evaluated using metrics like Peak Signal-to-
Noise Ratio (PSNR), Structural Similarity Index (SSIM), 
Fréchet Inception Distance (FID), and Mean Squared Error 
(MSE). In contrast, pre-trained Caffe-based Convolutional 
Neural Networks (CNNs) offer a simpler mechanism, using 
pre-trained models through the OpenCV library. 

In batik image coloring, both GAN models and pre-trained 
Caffe-based CNNs offer efficient automatic coloring solutions 
that preserve the aesthetic value of batik motifs. This study 
aims to implement and compare these models for 
automatically coloring Balinese and Madurese batik images, 
evaluated using SSIM, FID, MSE, and PSNR metrics. 

II. METHODS 

Experimental methodology is used in this study to 
implement Deep Learning frameworks, notably GAN and 
CNN using pre-trained Caffe models, for innovating the 
coloring of Balinese and Madurese batik images and making 
possible a comparative analysis of outcomes from both 
models. 

A. Dataset 

This research utilizes a batik image dataset obtained 
through a data scraping process, which involves data 
extraction from websites using Python programming. [8]. The 
library used for scraping is Instaloader, which functions to 
retrieve image posts from Instagram based on the username 
keyword. Subsequently, the Bing Image Downloader is used 
to download images from the Bing search engine based on 
keywords. [9] [10]. 

TABLE 1. PROPORTION OF SCRAPING DATASET 

Source Total Images 
After 

Cleaning 

Keyword with Most 

Images 

Bing 152 122 

Batik Madura, Batik 
Bangkalan, Batik 

Sumenep, Batik 

Pamekasan, Batik 
Sampang 

Instagram 367 343 

batikmadura_, 

batikmadura__, 
areya_batikmadura 

Kaggle 30 20 - 

Combined 519 485 - 

 

Overall, the scraping results from Bing and Instagram 
contain Madurese batik data that will be used as training and 
validation data. This data is then manually cleaned to remove 
duplicate images. The dataset used as test data in this research 
was obtained through Kaggle, which includes images of 
Balinese and Madurese batik, ensuring that there are no 
images identical to those from the scraping results. The data 

proportions can be seen in Table 1, which shows the total data 
proportions before and after cleaning, as well as the keywords 
based on the largest number of images and their sources. 

 

Fig. 1. Dataset Visualization 

 Fig. 1. is a visualization of the batik data that has 
been collected. In this image, various Madurese batik motifs 
are displayed, reflecting the cultural richness and traditions of 
the region. Each motif not only has a unique design but also 
consists of different values of color and brightness, which are 
closely related and serve as the main materials for modeling 
and generating new colorings. 

B. Batik Image Coloring with the Generative Adversarial 

Network (GAN) Model 

 

Fig. 2. Generative Adversarial Network (GAN) Staining research flow 

Generative Adversarial Network (GAN) is a machine 
learning model that consists of two components: the 
generator and the discriminator. The discriminator's role is to 
distinguish between real data and synthetic data generated by 
the generator. Meanwhile, the generator's role is to create 
synthetic data that mimics the real data to the point where it 
becomes difficult to differentiate, attempting to fool the 
discriminator. [11].  

Fig. 2. shows the process flow of the GAN model used for 
batik coloring. The process begins with preparing the 
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Madurese batik data, which has varying pixel sizes and uses 
RGB color channels. The data is then randomly split using 
random permutation, with 80% as training data and 20% as 
validation data. Next, preprocessing is performed by resizing 
the images to 256x256 pixels with 3 color channels. After 
that, the RGB colors are converted to LAB, where L 
represents luminance (black-and-white), a represents the 
green-to-red channel, and b represents the blue-to-yellow 
channel [12]. The Lab color space contains a dedicated 
channel to represent the brightness of the image, and the color 
information is fully encoded in the remaining two channels, 
making it an optimal choice for this task [13]. The converted 
data is normalized within the range of [-1, 1] to accelerate 
training, and the batch size is set to 32. In addition, random 
horizontal flips are applied to increase dataset variation and 
reduce overfitting. After preprocessing, the data is used to 
train and evaluate the GAN model. 

The model training and evaluation are conducted after the 
preprocessing stage is completed, producing clean image data 
in the LAB channel. The next step involves feeding the L 
channel into the generator network. The generator then 
predicts new color values, represented by the ab channels, and 
combines them back into the new LAB image. This image is 
then passed to the discriminator, where the discriminator 
evaluates the LAB values generated by the generator against 
the original preprocessed LAB values. The discriminator 
classifies which images are real and which are synthetic, based 
on the original and generated LAB inputs. This process is 
repeated in a loop over several iterations (epochs) with 
specific batch sizes. During the training process, validation 
data is used for visualization to monitor the model's 
performance after each iteration or epoch. In this study, three 
test scenarios were conducted with epochs of 40, 80, and 150. 
The evaluation of the generator and discriminator losses is 
used to measure how well the generator can produce realistic 
images that fool the discriminator, and how effectively the 
discriminator can distinguish between real and generated 
images. In the GAN modeling used in this research, the 
discriminator and generator each have different architectures, 
as illustrated in Fig. 3. and Fig. 4. 

 

Fig. 3. Architecture diagram of the U-Net GAN generator with 

downsampling, upsampling and skip connections 

Fig. 3. illustrates the Generator architecture diagram, 
which employs a U-Net approach. U-Net combines 
downsampling and upsampling layers with skip connections 
to preserve critical details during the coloring process. This 
architecture allows the model to retain high-resolution 
information from the input image as it passes through deeper 
layers, resulting in more accurate and realistic colorized 
images. The skip connections link the downsampling layers 
to the upsampling layers, helping to maintain spatial 
information throughout the image transformation process. 
[14]. The data processing flow begins with an input grayscale 
(L) and proceeds to a colored output (a, b) in the LAB format. 
The process starts with a convolutional layer (Conv2d), 
which captures the initial features from the input, followed by 
a series of downsampling layers aimed at reducing the spatial 
dimensions while increasing the number of feature channels, 
from 64 to 1024. Once the features are extracted, the data is 
passed through several upsampling layers, which 
progressively increase the spatial dimensions while 
incorporating information from the previous downsampling 
layers through concatenation operations. This ensures that 
important details are preserved as the image dimensions are 
expanded. 

 

Fig. 4. Architecture diagram of the PatchGAN in the GAN Discriminator 

In Fig. 4. the architecture of the Discriminator used in this 
study is illustrated, where the model receives input images in 
LAB format with three channels (L, a, b). The data passes 
through a series of downsampling convolutional layers, 
starting from 64 channels and increasing up to 512 channels. 
Each layer is accompanied by LeakyReLU activation and 
batch normalization to enhance training performance. 
Finally, it reduces the dimensional features to one channel 
through a sigmoid activation after all downsampling and is 
ready to output the probability map. 

With such an architecture, the network can appreciate the 
difference between the images being generated by the 
Generator and the real images to give the needed feedback for 
the improvement of the images. The Discriminator employed 
within the scope of this research is the Patch GAN model 
image is divided into many patch-small components and 
works on rating the realism of each patch independently. [15]. 
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In this GAN model, therefore, losses for both the 

Discriminator and the Generator will be computed using 
BCE, which means that this measure will appropriately 
reflect how well the model can distinguish between real and 
generated images, and indicate how well each of its 
components performs during training [16]. The formula for 
calculating BCE can be found in Equation (1). 

𝐿𝑜𝑠𝑠𝐺 =  𝐸𝑃𝑑𝑎𝑡𝑎 [ log(𝐷(𝑥))]    + 𝐸𝑃𝑧  [log (−𝐷(𝐺(𝑧))] (1) 

Where: 

• The first term 𝐸𝑃𝑑𝑎𝑡𝑎 [ log(𝐷(𝑥))] Represents the 

expected log probability of real images being 
classified as real. 

• Finally, the second term  𝐸𝑃𝑧  [log (1 − 𝐷(𝐺(𝑧))] 
Amounts to the log probability, with which 
generated images are classified as fake by the 
discriminator. 

After the model training was completed, the results of the 
trained model at epochs 40, 80, and 150 were tested by 
loading the trained generator model (G) and using it to color 
test data consisting of Bali and Madura batik patterns selected 
to be different from the training data. Epochs 40, 80, and 150 
were chosen to represent the early, middle, and late phases of 
model training. This selection aims to simplify the analysis 
without losing the main trends. Evaluation at higher epochs 
does not guarantee significant improvement, especially with 
small datasets, so these three epochs provide a sufficiently 
representative overview. The testing process involved 
converting the test data into the LAB color space, using the L 
channel (grayscale) as input for coloring by the model, then 
converting the output back to RGB and visualizing it as 
grayscale input images, ground truth (original image), and 
images generated by the model. The evaluation was 
conducted by comparing the generated images with the 
original image using metrics such as FID, SSIM, MSE, and 
PSNR, with detailed results explained in section D and final 
comparisons made with a CNN model based on a pre-trained 
CaffeModel.  

C. Image Colorization of Batik Using Pre-trained Caffe 

Model Based on Convolutional Neural Network (CNN) 

CNN, or Convolutional Neural Network, is a deep neural 
network technique developed for processing images. It uses 
several convolutional layers which, on their own, extract 
critical features such as edges and patterns. Consequently, this 
system can recognize and classify objects in pictures. [17]. A 
machine learning model pre-trained earlier on a large dataset 
for any activity is known as a pre-trained model. [18]. In this 
study, a pre-trained model based on a Convolutional Neural 
Network (CNN) is utilized, specifically the Caffe model for 
image colorization. This model has been trained on a large 
dataset of color images, enabling the neural network to learn 
natural coloring patterns effectively. 

 

Fig. 5. CNN-based pre-trained Caffe Model Staining research flow 

In Fig. 5. CNN based Caffe model Staining research flow 
is presented, where the data used consists of batik images from 
Bali and Madura. The preprocessing of the images involves 
converting from BGR (Blue, Green, Red) to LAB color space, 
utilizing OpenCV for this task. Although the preprocessing 
steps differ from those in the GAN model, which uses 
PyTorch, the overall sequence of processes is quite similar. 
After preprocessing, the L channel is input into the pre-trained 
Caffe model to predict the ab values, which are then combined 
and converted back to BGR color space. The results are 
visualized, showcasing the original data (ground truth), the 
grayscale images, and the generated colorization results from 
the model. Subsequently, the outcomes are evaluated using 
FID, MSE, SSIM, and PSNR metrics, and these results will be 
compared with those from the GAN colorization model. 

D. Model Comparison Evaluation 

After successfully implementing the GAN model and the 
pre-trained Caffe model-based CNN, an evaluation was 
conducted based on the test data consisting of Balinese and 
Madurese batik. The evaluation results were then compared 
and analyzed. The evaluation consists of the following 
assessments: 

1. Fréchet Inception Distance (FID) measures the 
distance between the feature distributions of the 
newly generated colored images produced by the 
model and the feature distributions of the original 
images [19].  The calculation of FID can be seen in 
equation (2). FID ensures that the resulting image is 
not only visually realistic but also retains the original 
patterns and characteristics of the batik, as this 
metric evaluates the similarity of the visual feature 
distribution between the new image and the original 
image. 

 

Where: 

• 𝜇1  and 𝜇2  Are the mean vectors of the 
features extracted from the original images 
and the generated images. 

• 𝐶1 and 𝐶2 Are the covariance matrices of 
the features of the original images and the 
generated images. 

• 𝑇𝑟  Tr is the trace operation on a matrix, 
which is the sum of the diagonal elements 
of the matrix. 

2. Structural Similarity Index (SSIM) measures the 
structural similarity between two images. This 

𝐹𝐼𝐷 =∥ 𝜇1 − 𝜇2‖2 +  𝑇𝑟(𝐶1 + 𝐶2 − 2 √𝐶1𝐶2 ) (2) 
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metric takes into account luminance, contrast, and 
structure in the images [20]. The formula for 
calculating SSIM can be found in Equation (3), 
which is used to ensure that the subtle nuances of 
color and shape are preserved so that the artistic 
meaning of batik is not lost, especially in 
reconstructing the coloring into specific patterns. 

𝑆𝑆𝐼𝑀(𝑥𝑦) =  
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝜇𝑥
2 + 𝜇𝑥

2 𝐶1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
 (3) 

Where: 

• 𝜇𝑥  and 𝜇𝑦  Are the averages of images 𝑥 

and 𝑦 Respectively. 

• 𝜎𝑥
2  dan 𝜎𝑦

2  Are the variances of images 𝑥 

and 𝑦 Respectively.  

• 𝜎𝑥𝑦 Is the covariance between images x and 

y. 

• 𝐶1  and 𝑐2  Are small constants used for 
numerical stability. 

3. Mean Squared Error (MSE) calculates the average 
of the squared differences between the pixel values 
of the original image and the generated image. The 
formula for calculating MSE can be found in 
Equation (4). MSE provides a clear indication of the 
magnitude of the error in the new colorization results 
[21]. In the context of art, a low MSE indicates a 
more accurate and satisfying colorization that 
effectively reproduces the nuances of the original 
batik. 

𝑀𝑆 =
1

𝑛
∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 (4) 

Where: 

• 𝑛 Is the total number of pixels. 

• 𝑥𝑖 Is the pixel value of the original image. 

• 𝑦𝑖  Is the pixel value of the generated image. 

4. Peak Signal-to-Noise Ratio (PSNR) measures the 
ratio between the maximum signal (original image) 
and the noise (the difference between the original 
image and the generated image) [21]. The formula 
for calculating PSNR can be found in Equation (5). 
The higher the PSNR, the better the quality of the 
generated image, ensuring that the newly produced 
colors remain close to the original without 
sacrificing important details or patterns. 

Where: 

• 𝑅 Represents the maximum pixel value. 

III. RESULTS AND DISCUSSION 

The data comparison in this study involves 388 images of 
Madura batik for training (80%), 97 images for validation 
(20%), and 20 images of Madura and Bali batik for testing. 
These 20 test images have been manually filtered to ensure 
they were not included in the training data and process. The 
testing scenario includes a Generative Adversarial Network 

(GAN) model trained using Madura batik images with varying 
numbers of epochs (40, 80, 150). Performance analysis is 
conducted through loss graphs for both the discriminator and 
generator, and the results of the trained model are used for 
testing on the Madura and Bali batik test data. This model is 
compared with a Convolutional Neural Network (CNN) based 
on Caffe that uses a pre-trained model. Evaluation is 
performed using metrics such as Peak Signal-to-Noise Ratio 
(PSNR), Fréchet Inception Distance (FID), Mean Squared 
Error (MSE), and Structural Similarity Index (SSIM) to assess 
how well each model maintains the quality and artistic details 
of batik while generating new colors as an innovation in 
automatic coloring. 

 

Fig. 6. Visualization of Generator and Discriminator Loss Graph at Epoch 

40 

 

Fig. 7. Visualization of Generator and Discriminator Loss Graph at Epoch 

80 

 

Fig. 8. Visualization of Generator and Discriminator Loss Graph at Epoch 

150 
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The results of training the GAN model with epoch 40, 80 

and 150 experiments can be seen in the generator and 

discriminator loss graphs in Figures 6, 7 and 8. Based on 

these results, it can be analyzed that at epoch 40, the generator 

loss value decreased from 16.6647 to 9.3321 with small 

fluctuations at the 15th epoch point, then at epoch 80, the 

generator showed an increase with a decrease in loss from 

15.9999 to 7. 7903, and the loss discriminator decreased from 

1.2783 to 0. 5928 with small fluctuations at the 10th epoch 

than at epoch 150, the generator reached stability with a 

gradual decrease from 12.0492 to 6.5088, while the loss 

discriminator remained stable in the range of 1.2495 to 

0.6013 with small fluctuations at the 10th epoch. It can be 

seen that the training results show an improvement in the 

GAN model as the number of epochs increases. Although 

there is a decrease in loss in the generator and discriminator, 

small fluctuations at some epoch points indicate that the 

model is still not fully stable. In GAN, unlike traditional 

regression or classification models, the discriminator loss and 

generator loss must not outweigh each other, as this can cause 

the model to fail to converge [22]. Maintaining a balance 

between the two is crucial to ensure that the training process 

progresses effectively, with the generator continuously 

producing more realistic data while the discriminator remains 

capable of accurately distinguishing between real and 

generated data. An imbalance in the losses can cause one 

component to become too dominant, causing the model to 

lose direction and not achieve optimal results.  In order to 

reduce these fluctuations and to accelerate a more stable 

convergence, it is recommended to apply some additional 

techniques in further research. One of these is learning rate 

decay, which can help to gradually reduce the learning rate 

during the training process. 

Table 2. Comparison of GAN loss curve generator and discriminator 

Model Dataset Loss Generator Loss Discriminator 

DCGAN [3] Places365 11.52 0.52 

Pix2pix 
GAN [23] 

COCO 

(Common 
Objects in 

Context) 

9.43 0.58 

Our models Batik 6.50 0.60 

Based on Table 2 on the training of the GAN model used in 

this study, competitive results are obtained for batik coloring 

based on the comparison of the loss generator and loss 

discriminator values with previous research. In the first 

model, namely Deep Convolutional Generative Adversarial 

Network (DCGAN) on the grayscale image coloring with 

Places365 dataset, a loss generator value of 11.52 and a loss 

discriminator of 0.52 were obtained [3]. In the second model, 

Pix2pix GAN applied to the grayscale image coloring with 

the COCO dataset, the loss generator value reached 9.43 and 

the loss discriminator was 0.58 [23]. In comparison, our 

model on the Batik dataset produces the best value with a loss 

generator of 6.50 and a loss discriminator of 0.60. Although 

the dataset and the coloring task are different, the lower loss 

generator value indicates that our model has a competitive 

potential in producing batik coloring with reasonable detail, 

while the loss discriminator remains in a balanced 

performance range. 

The test results of the GAN model using 20 images of 
Madura and Bali batik are shown in Figures 9, 10, and 11. 
Each figure consists of three parts: the original image, the 
grayscale image, and the generated image. 

 

Fig. 9. Visualization of sample test results for Madura and Bali batik with 

Epoch 40 

 

Fig. 10. Visualization of sample test results for Madura and Bali batik with 

Epoch 80 
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Fig. 11. Visualization of sample test results for Madura and Bali batik with 

Epoch 150 

For the Caffe Model-based CNN model, the colorization 
results of Madura and Bali batik images can be seen in Fig. 
12. These results were obtained directly from the pre-trained 
model without any additional training process. 

 

Fig. 12. Visualization of sample test results for Madura and Bali batik data 

using the Caffe-based pre-trained CNN model. 

Based on the results from both models, quantitative 
evaluation can be conducted as presented in Table 2. 

TABLE 2 QUANTITATIVE MODEL EVALUATION: PSNR, FID, MSE, SSIM 

Model Epoch PSNR FID MSE SSIM 

CNN 

Caffe 
N/A 28.21 200.27 660.50 0.792 

GAN 40 29.03 95.01 21.06 0.992 

GAN 80 29.54 92.98 23.82 0.987 

GAN 150 29.70 84.01 21.33 0.992 

 

Based on the model comparison evaluation in Table 2, it 
can be analyzed that the Caffe-based pre-trained CNN model 
shows suboptimal performance in batik coloring. The CNN 
recorded a lower PSNR value (28.21), a significantly higher 
FID (200.27), a large MSE (660.50), and a lower SSIM 
(0.7925). The coloring results from the CNN were inaccurate, 
mainly because this model used pre-trained weights that were 
not specifically trained for batik patterns and colors, making it 
less capable of accurately reproducing the colors and details 
of batik. 

In contrast, the GAN model demonstrated superior results. 
At epoch 150, the GAN recorded the highest PSNR value 
(29.70) and the lowest FID (84.01), indicating better 
reproduction of colors and artistic details. The SSIM value 
was also the highest at 0.992, suggesting that the generated 
batik structure was more consistent. The success of the GAN 
model in producing new colors and deeper details has the 
potential to provide innovation in batik art, allowing artists to 
create richer and more varied works while still preserving the 
artistic meaning of batik culture. 

IV. CONCLUSION 

Based on the results of the research conducted, it can be 
concluded that the GAN model shows superior performance 
compared to the pre-trained Caffe-based CNN model in batik 
coloring tasks. Training the GAN model at various epochs 
(40, 80, and 150) shows a consistent decrease in loss generator 
and loss discriminator values, with the best value at epoch 
150, namely loss generator 6.50 and loss discriminator 0.60, 
although there are still small fluctuations. Compared to 
previous studies, the GAN model in this study has a lower loss 
generator value, indicating its ability to produce batik coloring 
with better detail. The GAN model also recorded the highest 
PSNR (29.70), lowest FID (84.01), and highest SSIM (0.992) 
values, indicating a more accurate reproduction of batik colors 
and details as well as a consistent structure. This success 
confirms the potential of the GAN model as an innovative tool 
in batik coloring, enabling the creation of more diverse 
artworks without neglecting the artistic and cultural value of 
batik.  

For further research on the GAN, we suggest the 
application of techniques such as learning rate decay to reduce 
fluctuations in loss values during training, as well as the 
exploration of the use of larger and more diverse datasets to 
improve the generalization of the model to various batik 
patterns and colors. 
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